0 A

01/86775 Al

o
=

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Organization
International Bureau

(43) International Publication Date
15 November 2001 (15.11.2001)

0 O A

(10) International Publication Number

WO 01/86775 Al

(51) International Patent Classification”: HO2H 3/05
(21) International Application Number: PCT/US01/14766
(22) International Filing Date: 7 May 2001 (07.05.2001)
(25) Filing Language: English
(26) Publication Language: English
(30) Priority Data:

30/202,300 5 May 2000 (05.05.2000) US

60/202,299 5 May 2000 (05.05.2000) US

60/202,296 5 May 2000 (05.05.2000) US

(71) Applicant (for all designated States except US):
APRISMA MANAGEMENT TECHNOLOGIES,
INC. [US/US]; 121 Technology Drive, Durham, NH
03824 (US).

(72) Inventors; and
(75) lnventors/Applicants (for US only): TAYLOR, David,

K. [US/US}; 9 Willey Road, Durham, NH 03824 (US).
CARON, Jonathan, P. [USAUS]; 59 Garland Road, Not-
tingham, NH 03290 (US). BOSA, Patrick, A. [—/US]; 2
Captain’s Way, Exeter, NH 03833 us).

(74) Agent: ZITKOVSKY, Ivan, D.; 6 Freeman Circle, Lex-

ington, MA 02421-7713 (US).

(81) Designated States (national): AU, CA, US.

(84) Designated States (regional): European patent (AT, BE,
CH, CY, DE, DK, ES, FI, FR, GB, GR, IE, IT, LU, MC,
NL, PT, SE, TR).

Published:
with international search report

For two-letter codes and other abbreviations, refer to the "Guid-
ance Notes on Codes and Abbreviations"” appearing at the begin-
ning of each regular issue of the PCT Gazette.

(54) Title: HELP DESK SYSTEMS AND METHODS FOR USE

WITH COMMUNICATIONS NETWORKS

T —‘* “HELP DESK __ ?Zuiﬂi&éﬁ&fsﬂﬁﬁc—f A_N;L-YEEE]— ?oT»SLBG_Y_M'AEPEﬁ
1 sysTem 18 SYSTEM 12 16 14 |
B T e sttt

OSPF
DOMAIN

20

B 0D

AREA-1
._/. o
81° 2 .: a
o _‘- 3 ()
4 8 7 )
UBNET- a\ J
o BN
VLAN { o\
DOMAIN SUBNE T~

(57) Abstract: A nctwork management system (10) includes a faull diagnosis system (12), a topology mapper (14), an impact
analyzer (16) and a help desk system (18). The ahelp desk system includes a user interaction module, and a fault diagnosis interaction

module. The user interaction module is constructed and amranged

1o aulomatically communicate with a user. The fault diagnosis

interaction module is constructed and arranged to communicate with a fault diagnosis system.
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HELP DESK SYSTEMS AND METHODS F:OR USE
WITH COMMUNICATIONS NETWORKS

This application claims priority from U.S. Provisional
Application 60/202,300, filed on May 5, 2000, entitled
~“User Centric Help Desk System with Integration to
topologically aware Fault Diagnosis Engine,'' and claims °
priority from U.S. Provisional Application 60/202,296,
entitled ~“Construction of a Very Rich, Multi-layer
Topological Model of a Computer Network for Purposes of
Fault Diagnosis,'' filed on May 5, 2000, and claims priority
from U.S. Provisional Application 60/202,299, entitled ~TA
method for diagnosing faults in large multiplayer
environments guided by path and dependency analysis of the
modeled system,'' £iled on May 5, 2000, all of which are

incorporated by reference in their entireties.

General Description
The present invention relates a network management

system, and more particularly to a network management system
designed to interact automatically with a help desk system.

The construction of computer networks started on a
large scale in the 1970's. Computer networks link personal
computers, workstations, servers, storage devices, printers
and other devices. Historically, wide area computer
networks (WANs) have enabled communications across large
geograbhic areas, and local area networks ({LANS)
communications at individual locations. Both WANs and LANS
have enabled sharing of network applications such as
electronic mail, file transfer, host access and shared
databases. Furthermore, WANs and LANs have enabled
efficient transfer of information, and sharing of resources,
which in turn increased user productivity. Clearly,
communications networks have become vitally important for
businesses and individuals.
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Communications networks usually transmit digital data
in frames or packets created according to predefined
protocols that define their format. Data frames include
headers (located at the beginning and containing addresses),
footers (located at the end of the frames), and data fields
that include the transmitted data bits (payload). Data
frames may have a fixed or variable length according to the
used protocol or network type.

A communications network transmits data from one end
station (i.e., a computer, workstation, sexver etc.) to
another using a hierarchy of protocol layers (i.e., layers
that are hierarchically stacked). 1In the communication
process, each layer in the source communicates with the
corresponding layer in the destination in accordance with a
protocol defining the rules of communication. This is
actually achieved by transferring information down from one
layer to another across the layer stack, transmitting across
a communication medium, and then transferring information
back up the successive protocol layers on the other end. To
facilitate better understanding, however, one can visualize
a protocol layer communicating with its counterparts at the
same layer level.

The open system interconnection (OSI) model has seven
layers that define the rules for transferring information
between the stations. A physical layer (Layer 1) is
responsible for the transmission of bit streams across a
particular physical transmission medium. This layer
involves a connection between two endpoints allowing
electrical signals to be exchanged between them.

A data link layer (Layer 2) is responsible for moving
information across a particular link by packaging raw bits
into logically structured packets or frames. Layer 2
ensures good transmission and correct delivery by checking
errors, re-transmitting as necessary, and attaching
appropriate addresses to the data sent across a physical

medium. If a destination computer does not send an
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acknowledgment of frame receipt, Layer 2 resends the frame.
The contention access methods (e.g., CSMA/CD, and Token
Passing) are regarded as Layer 2 activities. Layer 2 may
be further divided into two sub-layers: Logical Link Control
(LLC) and Media Access Control (MAC). The MAC sublayer
defines procedures the stations must follow to share the
link and controls access to the transmission link in an
orderly manner. The MAC sublayer defines a hardware or data
link address called a MAC address. The MAC address is
unique for each station so that multiple stations can share
the same medium and still uniquely identify each other. The
LLC sublayer manages communications between devices over a
single link of the communications network.

A network layer (Layer 3) is set up to route data from
one network user to another. Layer 3 is responsible for
establishing, maintaining, and terminating the network
connection between two users and for transferring data along
that connection. Layer 3 addresses, messages, and
determines the route along the network from the source to
the destination computer. Layer 3 manages traffic, such as
switching, routing, and controlling the congestion of data
transmissions.

A transport layer (Layer 4) is responsible for
providing data transfer between two users at an agreed level
of quality. When a connection is established, this layer is
responsible for selecting a particular quality of service
(0oS), for monitoring transmissions to ensure the selected
QoS, and for notifying the users if the QoS deteriorates.
Layer 4 also provides for error recognition and recovery,
repackaging of long messages into smaller frames of
information, and acknowledgments of receipt.

A session layer (Layer 5) focuses on providing services
used to organize communication and synchronize the dialog
that takes place between users and to manage the data
exchange. The primary concern of Layer 5 is controlling

when users can send and receive concurrently or alternately.
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A presentation layer (Layer 6) is responsible for the
presentation of information in a way that is meaningful to
network users. This may include character code
transmission, data conversion, oxr data compression and
expansion.

Layer 6 translates data from both Layer 5 and from
Layer 7 into an intermediate format and provides data
encryption and compression services. Layer 7 is an
application layer that provides means for application ,
processes to access the system interconnection facilities in
order to exchange information. This includes services used
to establish and terminate the connections between users and
to monitor and manage the systems being interconnected, as
well .as the various resources they employ.

As data is passed down through the layers, each layer
may or may not add protocol information to the data, for
example, by encapsulating frames with a header or removing -
the header, depending on the direction in the protocol
stack. The individual protocols define the format of the
headers.

MAC address includes a source address and a destination
address, which have a predefined relationship to a network
station. Higher network layers provide a network address
that has a logical relationship established by a network
administrator according to a predetermined network
addressing arrangement. The assigned network address conveys
information that can be used by a router when routing frames
through the internetwork. If the network address is
hierarchical, a router may use a portion of the address to
route the packet to a higher-level partition or domain in
the internetwork. Some protocols are hierarchical others
are not so hierarchical routing may or may not be available.

The global network may be subdivided into IP networks,
which in turn may be subdivided into subnets. 2an IP address
includes a network number (assigned by IANA), a subnet

number (assigned by a network administrator), and a host
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that identifies an end station. The host number may be
assigned by a network administrator, or may be assigned
dynamically. This is a form of hierarchical addressing that
is used by IP routing algorithms to perform hierarchical or
prefix routing operations. Routing algorithms maintain
information of all higher-level routing environments in
routing tables for domains by recording their shortest
unique address prefixes.

A station may support more than one network layer
protocol. Such station has multiple network addresses and
multiple protocol stacks that present the same MAC address
on a port for the different protocols. Thus, a multi-
protocol stack station connected to both an IP and an IPX
network includes an IP network address and an IPX network
address.

A communications network may include a number of
network entities (or nodes), a number of interconnecting
1inks and communication devices. A network.node is, for
example, a personal computer, a network printer, file server
or the like. An interconnecting link is, for example, an
Ethernet, Token-Ring or other type network link.
Communication devices include routers, switches, bridges or
their equivalents. As computer networks have grown in size,
network management systems that facilitate the management of
network entities, communication links and communication
devices have become necessary tools for a network
administrator.

A bridge or a switch is a Layer 2 entity that is
typically a computer with a plurality of ports for
establishing connections to other entities. The bridging
function includes receiving data from a port and
transferring that data to other ports for receipt by other
entities. A bridge moves data frames from one port to
another using the end-station MAC address information
contained in the switched frames. Switches interconnect the

communication media to form small domains of stations, such
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as a subnetwork. Subnetworks or subnets provide an
organizational overlay to an internetwork that facilitates
transmission of data between the end stations, particularly
for broadcast transmissions. The subnet functions to limit
the proliferation of broadcast frames to stations within a
broadcast domain.

A router is an intermediate station that interconnects
domains or subnets by providing path from a node on a first
network to a node on a second network. There are single
protocol or multi-protocol routers, central or peripheral
routers, and LAN or WAN routers. A peripheral router
connects a network to a larger internetwork, and thus may be
limited to a single protocol. A central router may be
connected to a different board in a server or a hub and thus
usually has a multi-protocol capability.

A router provides the path by first determining a route
and then providing an initial connection for the path. A
router executes network routing software that depénds on the
used protocol. A router can work with different data-link
layer protocols and thus can connect networks using
different architectures, for example, Ethernet to Token Ring
to FDDI. Furthermore, there are routers of several levels,
wherein, for example, a subnetwork router can communicate
with a network router. Organizing a communications network
into levels simplifies the routing tasks since a router
needs to find only the level it must deal with. The use of
different network levels is shown in Fig. 1.

In general, a global communications network connects
devices separated by hundreds of kilometers. A LAN covers a
limited area of maximum several kilometers in radius
connecting devices in the same building or in a group of
buildings. LANs usually include bridges or switches
connecting several end-stations and a server. In a LAN, a
bridge or a switch broadcasts traffic to all stations.

Until a few years ago, a LAN was user-owned (did not run

over leased lines) with gateways to public or other private
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ﬁetworks. When a user moved or changed to an end-station at
another location on the network, a network administrator had
to rewire and reconfigure the user's station. This has
changed with the introduction of virtual LANs.

A virtual LAN (VLAN) is a logical Layer 2 broadcast
domain, which enables a logical segmentation of the network
without changing the physical connections. A VLAN enabled
switch segments the connected stations into logically
defined groups. Broadcast traffic from a server or an end-
stations in a particular VLAN is replicated only on those
ports connected to end-stations belonging to that VLAN. The
broadcast traffic is blocked from ports with no end-points
belonging to that VLAN, creating a similar type of broadcast
containment that routers provide. VLANs may also be defined
between different domains connected by a router. In this
case, the router passes network traffic from one domain to
the other (as done without defining a VLAN), and passes
network traffic from one VLAN to the other. The router also
passes network traffic between VLANs that are in the same
domain because VLANs do not normally share user information.
The router is configured as a member of all VLANSs. '

A global communications network may use a different
levels different routing and connection management protocols
such as International Standards Organization (ISO) Open
Systems Interface (OSI) Intermediate Systems to Intermediate
Systems (IS-IS), and Internet Open Shortest Path First
(OSPF) protocols are used for connectionless routing of data
frames. Asynchronous Transfer Mode (ATM) Forum Private
Network-Network-Interface (PNNI) protocol is used for
connection oriented multi-media services. The routing
protocols identify a network node using a global address of
a Route Server Element (RSE). The RSEs generate routing
that identify optimal routes for communication throughout
the network. The RSE is responsible for administration of
the algorithms that enable a node to keep its view of the

network topology and performance metric current, referred to
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as Routing Information Exchange (RIE). Thus an RSE usually
acts as a central element for the routing of traffic through
the node.

In general, the use of WANs, 1LANs, VPNs, and VLANs has
increased the number and complexity of communications
networks. These networks continuously evolve and change due
to growth and introduction of new interconnections,
topologies, protocols, or applications. Furthermore, most
networks have redundant communication paths to prevent
portions of the network from being isolated due to link
failures. Also, multiple paths can be used simultaneously to
load-balance data between the paths. However, redundant
paths can also introduce problems such as formation of
loops. Furthermore, network performance can degrade due to
improper network configurations, inefficient or incorrect
routing, redundant network traffic or other problems.
Network hardware and software systems may also contain
design flaws that affect network performance or limit access
by users to certain of the resources on the network. These
factors make network management complex and difficult.

A network management process controls and optimizes the
efficiency and productivity of a communications network. A
network management station manages the network entities
(e.g., routers bridges switches, servers, storage devices,
computers, printers) usingAa network management protocol
such as a Simple Network Management Protocol (SNMP),
Internet Control Message Protocol (ICMP), or another network
management protocol known in the art. Using a network
management protocol, the network management station can
deliver information or receive information by actively
polling the network entities or by receiving unsolicited
information from the network entities. Using SNMP, a
network management station can executes a set, get, or get-
next functions to sett and retrieve information from a
network entity. This information may be stored within the
polled network entity as Management Information Base (MIB).
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The network management station can receive unsolicited
information from a network entity in the form of an SNMP
trap. Network entities may send SNMP traps to the network
management station when a problem in the network or network
entity occurs.

A network management station may be implemented using
any general purpose computer system, which is programmable
using a high-level computer programming language or using
specially programmed, special purpose hardware. The hardware
includes a processor executing an operating system providing
a platform for computer programs that run scheduling,
debugging, input-output control, accounting compilation,
storage assignment, data management, memory management, and
communication control and other services. The application
programs are written in high level programming languages.

A network management station can include a network
manager unit, a network commuhication interface, a data
acquisition unit, a data correlation unit, and a graphical
user interface. The data correlation unit interprets data
received through the data acquisition unit and presents the
interpreted data to a user on the graphical user interface.

The network communication interface may include transport
protocols and LAN drivers used to communicate information to
the communications network. The transport protocols may be
IPX, TCP/IP or other well-known transport protocols. The
LAN drivers may include software required to transmit data
on a communications network through the network interface.
The LAN drivers are generally provided by the manufacturer
of the network interface for a general purpose computer for
the purpose of communicating through the network interface.
The network manager unit may be an SNMP network
manager/agent implementing SNMP functions, or another type
of network manager unit performing associated management
functions. The network manager unit utilizes the network
communication interface to transfer requests to network

entities over a communications network.
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A network management station may use a network
management agent residing on a network entity. The network
management agent may be a software process running on a
processor or may be special purpose hardware. The network
management agent may be an SNMP agent (ox ICMP agent?),
which may include a data collection unit, a network manager
unit, and a network communication interface for
communication as described above. For example, this
communication may use network management functions such as
SNMP functions. Alternatively, a network management agent,
residing on a network entity, may include a data correlation
unit, a data collection unit, a network manager unit and a
network communication interface for communication.

In the network management station, the data correlation
unit interprets data received through data acquisition unit.

The data correlation unit may include an interface
processor, a state processor, a hierarchical database, and
one or more sets of object rules. The interface processor
communicates with graphic libraries residing in the
graphical user interface to present interpreted data to a
user. The interface processor performs graphic functions
associated with objects related to a network map or model.
The graphic functions generate visual notifications to a
user. The state processor performs correlation functions of
the data correlation unit by requesting and receiving
network management information from the data acquisition
unit. The data acquisition unit stores data and requests
information from the network manager.

In the network agent, the data correlation unit interprets
data received by data collection unit. The state processor
performs correlation functions of the data correlation unit
by requesting and receiving network management information
from the data collection unit. The data collection unit
stores data and requests information from the network
manager. In the network agent, the data collection unit can
collect data from the network entity directly through its
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own network manager. The data collection and acquisition
units can invoke network management commands within network
manager libraries, which send and retrieve information from
a network entity. These commands may be SNMP functions
mentioned above, or ICMP functions. The state processoxr
interprets data received from the network manager libraries
in accordance with object rules. The object rules define
how the state processor combines or parameterizes different
properties of a network entity. The state processor can
produce parameterized properties from the object rules

The interaction between the users of a computer network
and the help desk system is done by the proxy of a help desk
operator or system administrator. Typically, the user
experiencing a disruptive event will contact the help desk
operator via phone or e-mail to report the problem. The
help desk operator will then interact with the help desk
software on behalf of the user. Once the event has been
entered, the user originating the event has no visibility
into the status or process of problem resolution. His only
recourse is to contact the help desk operator repeatedly to
inquire about the status.

In a production environment, where the help desk
operator must facilitate the regolution of disruptive events
in volume, and where network users who experience these
disruptive events are anxious to learn the status of the
repair, this system has inherent disadvantages. The help
desk operator is distracted by calls from users requesting
the status of previously reported events, and the user is
generally ignorant of the current status of the network and
the problems that have been reported unless they too call
the help desk.

The help desk operator is also responsible for
performing basic triage to determine the extent of the
impact and assign the problem to a trouble-shooter. This
takes time and can be interrupted frequently by other calls

from users.
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Summary of the Invention

The present invention is a system, a method and a
product (that can be stored in a computer-readable storage
medium) for diaghosing or analyzing faults of various types
(including a complete or partial failure).

According to one aspect, a method or a help desk
system includes a user interaction module and a fault
diagnosis interaction module. The user interaction module
is constructed and arranged to automatically communicate
with a user. The fault diagnosis interaction module is
constructed and arranged to communicate with a fault
diagnosis system.

According to another aspect, a help desk system
includes means for communicating fault information with a
user, and means for communicating the fault information with
a fault diagnosis system. »

Preferred embodiments include one or more of the
following:

The user interaction module is further constructed to
receive fault information from the user and automatically
provide the fault information to the fault interaction
system.

The user interaction module is further constructed to
receive fault data information from the fault diagnosis
system and notify the user about the corresponding fault.

The help desk system further includes a help desk
notification module constructed and arranged to receive. the
information from the fault diagnosis system and provide the
information to other users. The help desk system further
includes a fault impact notification module constructed and
arranged to receive fault data from the fault diagnosis
interaction module and provide impact notification. The
help desk system further includes a group administrator
module. The help desk system further includes group
membership data base files. The help desk system further
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includes a data base memory. The help desk system further
includes a network administrator interaction module
constructed and arranged to communicate with a network
administrator. The help desk system further includes a user,
group service association module.

A network management system may include a fault
diagnosis system, a topology mapper, an impact analyzer and
a help desk system. The a help desk system includes a user
interaction module, and a fault diagnosis interaction
module. The user interaction module is constructed and
arranged to automatically communicate with a user. The
fault diagnosis interaction module is constructed and
arranged to communicate with a fault diagnosis system.

Computer networks provide data transport between
computer users and services. These computer networks are
generally complex and frail causing service disruptions to
users. A user detecting a service disruption will report
the disruption to the help desk either via web-based
intranet, phone key pad, or other mechanism. The help desk
creates a fault in an integrated fault diagnosis engine, and
keeps the affected users informed on the status of this
fault. The help desk also informs the network administrator
of the diagnostic steps the fault diagnosis engine has taken
to diagnose the root cause. The help desk can use stored
associationg between users and faults to automatically send
impacted users information about current or planned service
disruptions.

The invention may be implemented in any of many
structured programming languages, and could probably be
implemented in a neural network system. The interface
between the user and the help desk could be a voice command
recognition system, a telephone tone recognition system, or
any standard or proprietary communication protocol between
the user (or a system running on behalf of the user) and the
help desk.

The mechanism of sending unsolicited messages to users
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may take the form of a ticker-tape like application with
filtering capabilities. This ticker-tape could display the
current conditions of the network when no help desk messages
intended for the user are present.' When the help desk sends
a message intended for the user, the ticker-tape would
display those messages either in a random order or in order
of some priority scheme.

The help desk system is designed to manage assignment
of tasks related to solving various problems that may be
experienced by a computer system.

Further applications may track the progress of diagnosis and
repair of reported events, and may log and report on
previously entered events.

The interface between the help desk and the fault
diagnosis system could be implemented using any standard or
proprietary interprocess communication protocol, including,
but not limited to RMI, COM, or DCOM.

Brief Description of the Drawings

Fig. 1 shows diagrammatically a network management
system connectable to a communications network.

Fig. 2 shows diagrammatically a user centric help
desk system facilitating interaction between users and a
communications network.

Fig. 3 illustrates diagrammatically elements of the
help desk system shown in Fig. 2.

Fig. 3A illustrates diagrammatically operation of
the help desk system of Fig. 3

Figs. 4 and 4A are block diagrams of a fault
management and diagnosis process.

Fig. 5 is a block diagram of modules employed in a
fault management and diagnosis system.

Figs. 5A and 5C are block diagrams of objects
employed in the fault management and diagnosis system of
Fig. 5.

Fig. 5B is a block diagram of a fault repository
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module employed in the fault management and diagnosis system
of Fig. 5.

Fig. 6 is a flow diagram that illustrates a
triggering mechanism for fault handlers by a fault diagnosis
engine shown in Fig. 5.

Figs. 6A and 6B are block diagrams depicting
processing states of a fault during fault analysis.

Fig. 7 is a flow diagram of a fault correction
notification process performed by the help desk system of
Fig. 3.

Fig. 8 is a flow diagram of a status request process
performed by the help desk system of Fig. 3.

Fig. 9 is a flow diagram of a process for performing
an automated diagnosis request by the help desk system of
Fig. 3.

Description of Preferred Embodiments

Fig. 1 shows diagrammatically a network management
system 10 including a fault diagnosis system 12, a topology
mapper 14, an impact analyzer 16 and a help desk system 18.
The network management system communicates with a
communications network 20 (or application service). The
network includes a set of interconnected network elements
such as routers, bridges, switches, and repeaters. These
network elements provide transportation of data between end
stations. Furthermore, there are computers known as servers
that provide services such as e-mail, accounting software,
sales tools, etc. Typically, data is transmitted
electronically or optically, wherein network elements
forward data in packets, frames or cells to the intended
destination. Servers include network adapters and/or
software that interpret the electronic or optical data
packet into the data elements and pass these elements to the
appropriate application being hosted.

Fig. 2 illustrates interaction of a help desk system
18 with fault diagnosis system 12. Help desk system 18
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automatically receives communications from an active user 22
regarding a fault or a problem in communications network 20.

In response to active user's 22 communication, help desk
system 18 automatically requests diagnosis of a possible
problem from fault diagnosis system 12. Fault diagnosis
system 12 performs a diagnosis procedures described in Fig.
4, 4p, 6, 6A, 6B. After diagnosing a fault, fault diagnosis
system 12 provides the result to help desk system 18. Help
desk system 18 forwards this result to active user 22.
Furthermore, help desk system 18 can also communicate the
result to similar users 25 (i.e., users with a problem
similar to the problem communicated originally by active
user 22). Help desk system 18 may also communicate the
result to a network administrator 27.

Referring again to Fig. 1, the network management
system 10 includes a commercially available processor (for
example, Pentium microprocessor manufactured by Intel
Corporation) executing an operating system providing an
operating environment for a network management program. The
processor and the operating system provide a computer
platform for which application programs are written in
higher level programming languages. The computer
(or application host) interfaces with permanent data
storage, such as a magnetic or optical disk drive, a disk
array, non-volatile RAM disk, or a storage area network,
which maintain data files such as user configurations and
policies. 1In general, the network management program may be
configured as a generic software application residing in any
commercially available computing platform.

preferably, fault diagnosis system 12, topology mapper
14, and help desk system 18 are software applications
written in Java and running on any computer with a Java
Runtime Environment (JRE). For example, a Dell laptop
computer with an Intel Pentium processox running the Windows
2000 operating system, or a Sun Ultra 60 computer running
Solaris v. 2.7. Alternately, fault diagnosis system 12,
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topology mapper 14, and help desk system 18 are developed in
any object oriented or structured programming language, and
compiled for execution on any one Or many computer
platforms, or could be implemented on a neural network
computing device.

The computer has a network adaptor that provides
communication (preferably, but not necessarily, IP) to the
users on the network. The fault diagnosis engine
application may share a host with help desk system 18,
and/or the topology mapper, or each can run on a separate
host, in which case they communicate using a network
adaptor. Topology mapper 14 determines the network topology .
and creates a model. The permanent data storage holds data
files that describe the current network topology, and
configuration files that control the performance of topology
mapper 14. A user is an end station, interfaced to access
the network or services, used by a person who is using the
network, or is using services provided by the network.

The network management system 10 performs a fault
management process shown in Fig. 4. The entire process is
part of a phased, componentized, but interconnected method,
wherein all aspects of fault management are performed. The
fault management process of Fig. 2 includes the following
seven phases: fault notification, diagnosis 60, impact
analysis 10, prioritization 75 presentation 80, recourse 85,
and resolution 90.

Fig. 3A illustrates diagrammatically operations of help
desk system 18. In step 46 a user reports a symptom of a
disruptive event. Active user interface module 30 receives
the report that is logged and a case is opened (step 48).
Fault diagnosis interaction module 32 reports a potential
fault to fault diagnosis system 12 (step 50). Fault
diagnosis system isolates a root cause of the reported fault
as described below in connection with Fig. 4, 4A, 6, 6A, and
6B. Furthermore, fault diagnosis system 12 calculates the

impact of the determined root cause fault and sends data to
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help desk system 18 via fault diagnosis interaction module
32. Help desk system 18 logs association between user 22
and the determined root cause. Help desk system 18 also
logs association between other users 25 and the impacted
services (step 56). In step 58, help desk notification
module 38 notifies interested users 25 regarding the
determined impact.

Fault notification process is performed by fault
detectors 130 (shown in Fig. 3) or help desk system 18.
Fault notification process can also add information to the
raw fault data previously detected by fault detectors 130.
The fault data are assembled into fault objects inside fault
diagnosis system 12.

Fault diagnosis 60 occurs after a vndetected" fault is
entered into a fault detection and management system 100,
which is a generic system for diagnosing a fault in any a
mechanical, electrical or other system. A fault detection
and management system (Fig. 5), processes and correlates
detected faults with other faults to determine their
relationship. Fault detection system 100 finds one or more
nroot cause" faults and isolates these faults. Furthermore,
the system can optionally suppress other symptomatic faults
that were "caused" by the root cause fault. Fault diagnosis
40 can be performed in a single step or can involve many
techniques such as examining device neighbor knowledge,
tracing the route of management data, examining route tables
and ACLs, etc.

Fault impact analysis 70 determines the "scope" of
the analyzed fault. After receiving a root cause fault
determined, by fault diagnosis 60, impact analysis 70
determines the consequences of this fault. This
determination includes analyzing the network services
affected by the fault, the users affected by the fault, and
any other ramifications the fault has on network 20, or the
application being managed. Furthermore, impact analysis 70

may involve analyzing various logical layers that exist in a
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communication network and correlating a fault with its
possible consequences at each layer. Impact analysis 70 may
use a fault causality tree located in a fault repository 140
(Fig. 5). The interpretation schemes include analyzing how
a network fault affects services like web servers or e-mail,
examining how a misconfigured router running OSPF affects
the users in each area, etc.

The network management system may also perform fault
prioritization 75. After a fault has been diagnosed and its
impact analyzed, the fault may be prioritized. Fault
prioritization 75 assigns a priority/severity to each fault
object and this is used to determine the proper presentation
of the fault to a user. Fault prioritization process 75 may
include multiple methods based on the type and scope of the
fault such as examination of service level agreements and
how the fault violates them, mission critical device
analysis, and fault scope.

The. network management system may also perform fault
presentation 80. Fault presentation 80 provides the
mechanism by which the system alerts a user that a fault has
occurred. Fault presentation process 70 presents all
information about the fault in a user friendly manner.

Fault presentation 80 may include steps and processes the
systems used to diagnose the fault, thus allowing a user to
verify the diagnosis and "trust" the system to accurately
diagnose faults. Fault presentation 80 may also include a
network monitoring alarm system.

The network management system may also include fault
recourse 85. Fault recourse 85 provides a way in which a
user can change the network management based on a given
fault. For example, fault recourse 85 may involve reducing
or stopping polling of devices downstréam from a fault,
reconfiguring connectivity modeling, script invocation to
fix a misconfigured static route, or configuring user groups

for a different email server.
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The network management system may also include fault
resolution 90. After presenting a fault to a user and
fixing the problem, problem resolution 90 records the
process for future fault detection and diagnosis. Fault
resolution 90 can automatically trigger for any single
resolved fault a re-evaluation of associated faults in the
system. This re-evaluation proactively assesses the full
scope of a resolved fault. If an associated fault is still
not resolved, diagnosis can be re-started to determine the
cause. This process is facilitated by the use of the fault
causality tree created as a result of fault diagnosis
process 60.

Fig. 4A shows diagrammatically in detail fault
diagnosis process 60. A reported fault énters the fault
detection and management system and a fault object is
created (step 62). The fault diagnosis engine (101 in
Fig. 5) triggers appropriate fault handlers (step 63). A
diagnoser fault handler generates possible faults that
may be causes of the previously entered fault (step 64).

For each generated, possible fault, fault diagnosis
engine 101 triggers appropriate tester fault handlers
(step 65). Each tester fault handler performs vendor-
specific and domain-specific tests to determine the
existence of one or several possible faults. Next, the
tester fault handler records test results (step 66) . 1If
possible additional faults exist, the fault diagnosis
engine continues to trigger tester fault handlers and
diagnoser fault handlers (step 69). If there are no
other possible faults, the fault diagnosis engine has
isolated the fault and the system proceeds to impact
analysis 70.

Fig. 5 illustrates diagrammatically a fault
diagnosis system 12. Fault diagnosis system 12 includes
five main parts: a fault diagnosis engine 101, a fault
object factory 110, fault detectors 130, a fault
repository 140, and fault handlers 150. Fault detection
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and management system 100 has the ability to receive
detected fault information from multiple sources, control
the management of the faults, and produce a root cause
analysis. Furthermore, the system also provides a
mechanism for performing fault correlation and impact
analysis. The impact assessment is not limited to the
impact of the communications network, but may include
disruptions in services or applications that depend on
the network infrastructure.

Fault object factory 110 receives data from fault
detectors 130 and creates fault objects 112 shown in Fig.
5A. Each fault object 112 is associated with a fault type
and there may be many fault types. Furthermore, each
instance is a separate occurrence of a problem, potential
problem, or condition of a communication network or an
element located in the communication network (such as a
misconfiguration, a degradation of service, physical failure
or other).

Referring to Fig. 5A, the entire architecture of the
fault detection and management system based on fault objects
112, which are records represeﬁting a detected problem, a
potential problem, or a condition. Fault object 112
includes information about a detected fault, that is,
includes a description of the problem or condition stored in
field 114, time and date of the reported problem 116, a
fault processing state 118, and one or more test result
objects 120. The fault structure includes a context that is
a mechanism for sharing varying amounts of data related to
the fault; these amounts may exist between each
instantiation of a type of fault.

Referring to Fig. 5, fault detector 130 detects a
problem or potential problem on an entity in a managed
system. Fault detector 130 provides a record of the
condition to fault object factory 110, which generates fault
object 112. Fault detector 130 can monitor an entity or
receive unsolicited notification from an entity when a
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problem occurs, according to different methods known in the
art. Fault detector 130 may perform a test and may provide
to fault object factory 110 data with the results of the
performed tests. Fault detector 130 may share a host with
fault diagnosis engine 101, or may reside externally as an
agent.

Referring to Fig. 5B, fault repository 140 is the
component used by a fault detection and management system
100 to store and access fault information. fault repository
140 stores every fault object 112 present in the system.
Each component of the system (detection, diagnosis, etc.)
can enter new fault objects into fault repository 140 and
access any fault object 112. Preferably, fault repository
140 includes a table structure with services capable of
searching and locating existing faults.

Fault repository 140 also includes fault associations
142, which provides a mechanism for relating faults to one
another. Specifically, each defined fault association
relates two fault objects. One fault object is on the left
side of the association, and the other fault object is on
the right side as shown for fault trees below. The
semantics of an association are defined by the type of the
association. New fault association types can be defined and
added to the system, preferably using Interface Description
Language (IDL) definitions of an interface for a service
that uses the Common Object Request Broker Architecture
(CORBA) transport protocol.

Referring again to Fig. 5, each fault handler 150
performs a designated type of work as a result of a fault
object entering a certain processing state (shown in Fig.
6A) . Fault handlers 150 may exist internal to the system, or
reside externally in a separate process. Fault handlers 150
are registered for a particular fault type and state and, as
part of the registration process, each fault handler 150 has
an integer priority value. Then, fault handlers 150 are
sorted by their priority values so that a fault handler with
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the lowest priority value is triggered first and subsequent
handlers are triggered in sequence, as described below. One
type of fault handler 150 can test a fault object and create
a test result record. Furthermore, fault handler 150 may
create additional types of fault objects, create
associations between fault objects, correlate fault objects
that indicate a similar problem, or perform impact analysis
on a fault object to determine the scope of a problem. A
tester fault handler 152 performs a selected test on a
fault. A diagnoser fault handler 154 creates additional
types of fault objects.

Fault diagnosis engine 101 is the central component of
fault detection and management system 100 since it drives
the management and diagnosis of faults. Fault diagnosis
engine 101 provides a generic mechanism for fault handlers
150 to register for changes in the processing state of
faults of a given fault type. Fault diagnosis engine 101
may employ any mechanism to specify registrations. The
preferred implementation of fault diagnosis engine 101 uses
XML (Extensible Markup Language) technology.

Referring to Fig. 6, when a fault transitions to a
state for which a handler has registered, the engine
triggers the handler to perform its work. Fault diagnosis
engine 101 can trigger one of fault handlers 150 arbitrarily
or may use some ordering mechanism. Preferably, in steps
174 to 179, fault diagnosis engine 101 uses a priority
mechanism to order the triggering of fault handlers that are
sorted by their priority value (by triggering first a fault
handler with the lowest value). .

Fault diagnosis system 12 uses fault processing states
for analyzing faults. A fault's processing state represents
its status in the fault management process and provides a
mechanism to control the management of the fault. A fault
can have a large number of possible states, and a fault can
transition from state to state using different ways, as

shown in Figs. 5 and 5A. Preferably, the system utilizes a
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fault type hierarchy in which generic base fault types are
defined and from which, new more specific fault types can be
derived. Each fault, which exists in the system, is of some
pre-defined fault type.

Referring to Fig. 5C, a test result object 120 includes
a record of test results that were performed to determine
the existence of the problem or condition for which the
fault was created. Test result object 120 includes a
textual description of the test (field 122), data
identifying from the target of the fault (field 123), test
data (field 124), any thresholds and parameters used in
determining the test result (field 125) . Test result
record 125 also contains a state representing the status of
the test.

While performing its work on a fault object, a fault
handler may cause the processing state of the fault to be
changed. 1In this case, no other handlers for the current
state are triggered. Fault diagnosis engine 101 obtains the
handlers for the new state and resumes triggering with the
new handlers when the current handler completes its work.

Fig. 4 illustrates the triggering mechanism using a
flow diagram. Fault diagnosis engine 101 provides a
triggering mechanism and controls and manages the entire
diagnosis process.

Referring to Figs. 6A and 6B, fault diagnosis engine
101 utilizes processing states of a fault to control the
flow of diagnosis for that fault. As described above, fault
handlers 150 are triggered for a fault based on the current
processing state. The transition diagram of Fig. 5 defines
the following processing states: An initial state 180
begins the life-cycle of a fault object. A detected state
182 indicates that an external fault detector 130 or an
internal handler 150 positively determined the condition
(that the fault represents) as a problem. A testing state
184 indicates the fault is unverified; that is, the

condition that the fault represents requires testing to
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determine if it is a problem. A completed state 184
indicates that fault diagnosis has completed for the fault.

Fault diagnosis engine 101 may allow fault handlers
150 to directly transition a fault between states, wherein
preferably the processing state is hidden from fault
handlers 150. The engine transitions a fault's processing
state based on the state of the current result of the_fault
as provided by the handlers. These are the following three
test result states (shown in Fig. 6B): PROBLEM indicates a
test has identified the fault to be a problem; NO_PROBLEM
indicates a test has verified the condition that the fault
represents does not or no longer exists; and UNKNOWN
indicates a test could not be completed for some reason or
the condition that the fault represents requires
verification.

Fig. 6B illustrates transition of the processing states
(shown in Fig. 6A) based on test results of an analyzed
fault. TFor example, fault diagnosis engine 101 triggers
tester fault handler 152 (Fig. 5) for testing state 184 and
fault handler diagnoser 154 for detected state 182.
Furthermore, fault handler diagnoser 154 may also be
triggered for testing state 184 if there are no tester fault
handlers that can perform a direct test. There may also be
fault handlers for completed state 184, which would not
perform diagnosis, but would perform other tasks such as
correlating faults that share a common root cause {described
below) or notifying a presentation system to display the
diagnosis results when performing presentation process 70.
Fault diagnosis engine 101 may employ further rules that
govern the triggering of fault handlers when there are
multiple handlers (or types of handlers) for a particular
processing state. If there are multiple types of handlers,
the engine may impose an ordering such that all handlers of
one type are triggered before any handlexrs of another type.

Furthermore, if a handler provides a concrete result, as

defined by the various result states, the engine may
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suppress remaining handlers of that type from being
triggered and/or may suppress handlers of other types.

According to the preferred embodiment, since there
may be both tester fault handlers 152 and diagnoser fault
handlers 154 registered for testing state 184, fault
diagnosis engine 101 imposes a rule that all tester fault
handlers are triggered before any diagnoser fault handler.
This is because a tester fault handler can directly
determine the existence or nonexistence of a problem, but a
diagnoser fault handler cannot. 1In addition, if a tester
fault handler or diagnoser fault handler provides a concrete
result, then fault diagnosis engine 101 suppresses remaining
handlers for the current processing state. A concrete
result is one whose state is either PROBLEM or NO_PROBLEM. A
result state of UNKNOWN is not concrete, that is a result
could not be positively determined, as shown in Fig. 6B.

Fault diagnosis system 12 utilizes a decomposition
approach in the diagnosis of a fault to determine the root
cause. Fault detector 130 enters a problem or potential
problem into fault object factory 110, which creates a fault
object treated as a symptom fault. The symptomatic fault is
decomposed into one or more constituent faults that further
refine the symptom. Each constituent fault represents a
possible suspect that may be causing the symptom. For each
constituent fault, tests may be performed to determine the
existence of a problem or the fault may be decomposed into
further suspects. The process continues until all faults
have been completely decomposed and there are no more
suspects.

The end result of this process is a hierarchy of faults
in the form of a tree with the original symptomatic fault at
the root. The fault tree includes a root fault level, one
or several intermediate fault levels, and a leaf fault
level. Each fault in the tree, except the root, has at
least one parent fault from which it was decomposed. Each

fault also has zero or more child faults that were spawned
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from it. A child fault represents a possible cause of its
parent. A fault that has children but is not the root is
termed an intermediate fault. A fault that has no children,
that is one that could not be further decomposed, is termed
a leaf fault. A leaf fault that indicates a problem is a
probable cause of the root symptom. There may be more than
one root cause.

The fault tree enables fault diagnosis system 12 to
locate one or several root causes of any fault in the tree
by traversing the children of that fault and compiling the
leaf fault(s) that indicate a problem. The fault tree as a
whole also embeds the entire diagnosis process. By
traversing the entire sub-tree of any fault, one can compile
a complete log of the steps taken and the results of tests
performed to diagnosis the fault. Thus, a presentation
process 80 can display the root cause (s) of a fault and/oxr
can present a diagnosis log allowing an end user to verify
the process.

Referring to Fig. 5, fault diagnosis engine 101 manages
the structure of the fault tree. Fault handlers 150 provide
the contents and semantics of the tree. For each fault in
the fault tree, one or more fault handlexs 150 are
triggered. Fault handler 150 may perform a specific test on
the fault and provide a result of the test to the engine or
it may create one or more child faults to find a possible
cause. Each new child fault creates a new branch in the
fault tree. Each branch may be represented preferably by
fault associations called MaybeCausedBy or CausedBy.

Tester fault handler 152 performs a direct test and
a diagnoser fault handler 154 spawns possible suspect
faults. Other types of handlers may correlate similar
faults or perform impact analysis. Fault handler 150 could
be both test fault handler 152, and diagnoser fault handler
154, which can perform a test, provide a result and also
attempt to find the cause. Preferably, a handler is not
poth test fault handler 152 and diagnoser fault handler 154.
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Furthermore, if diagnoser fault handler 154 does not
provide a direct result for a fault object, a composite
result is computed from the results of the fault's children.

Fault diagnosis engine 101 computes a composgite result
for two faults (i.e., children of a decomposed parent fault)
according to the following default rules for composite
result computation:

1. If any child fault result state is PROBLEM, then the
parent fault's result state is PROBLEM.

2. If all child fault result states are NO_PROBLEM, then the
parent fault's result is NO_PROBLEM.

3. Otherwise, the parent fault's result is UNKNOWN.

Referring to Fig. 3, help desk system 18 includes an
active user interaction module 30, a fault diagnosis
interaction module 32, a fault impact notification module
34, a fault-to-group data base memory 36, a help desk
notification module 38, a network administrator interaction
module 39, a group administrator module 40, and a group
membership database 42. Active user 22 communicates
automatically with active user interaction module 30, which
provides the received user data to fault diagnosis
interaction module 32. Fault interaction diagnosis module
32 is implemented using CORBA, which enables physical
separation (e.g. separate computers) between fault diagnosis
system 12 and help desk system 18. Fault diagnosis
interaction module 32 provides the received data to fault
diagnosis system 12. Furthermore, after performing fault
diagnosis, fault diagnosis system 12 provides fault data
back to fault diagnosis interaction module 32, which updates
information in fault impact notification module 34.

Fault impact notification module 34 may perform an
impact analysis related to previously reported fault data.
Then, fault impact notification module 34 provides
notification data to help desk notification module 38, which
notifies similar users 25. Group administrator module 40

receives data from network administrator interaction module
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39 and provides the received administrator data to fault
impact notification module 34 and provides this data to
group membership database 42. Group membership database 42
stores various files related to previously reported faults,
and .diagnosis data related to the previously reported
faults.

Help desk system 18 performs network user communication
and integrates its operation with a topologically aware -
event analysis performed by fault diagnosis system 12. One
embodiment of fault diagnosis system 12 is described in
detail in the co-pending PCT applicaticn (Docket No. A3-
03WO) entitled ~“Systems and Methods for Diagnosing Faults
in Computer Networks'' filed on 7 May 2001, which is
incorporated by reference.

Help desk system 18 draws inferences regarding events
that affect users 25. Users 25 may interact directly with
help desk system 18, rather than rely on a busy help desk
operator. Users 25 may be notified when a service that they
depend upon is being disturbed by a fault on network 20.
This saves a call to a traditional help desk and time spent
looking for a local cause. Users 25 may also be notified
when a service becomes available again once the fault is
cleared, saving the users the hassle of checking for service
restoration.

In the preferred embodiment, a user 22 can report
events or request the status or diagnosis log of faults from
help desk system 18 via a web-based intranet using
ubiquitous browser software. Additionally, also from help
desk system 18 can send users 25 unsolicited reports that
describe current conditions of the network that may affect
them. When requested, user 22 can view the status of the
network and network services that may impact his network
experience. This system is also used by help desk operators
or system administrators 27 to broadcast information
concerning planned or unplanned service disruptions to users

25 who will be affected. Unsolicited user communication is



10

15

20

25

30

35

WO 01/86775 PCT/US01/14766

30

achieved via e-mail or by updating a web page being
displayed by a browser running on the user's computer.
Help desk system 18 can also leverage the analysis
provided by the topologically aware fault diagnosis
(performed, for example, by fault diagnosis system 12
described in detail in the above-cited co-pending PCT
application) to display a diagnosis log to the help desk
operator. This information can be used to speed the time
needed to assign a trouble-shooter to solve the root
problem. In an environment, where the users are
geographically separate from the help desk staff and were
long distance phone calls are used to interact with a
traditional help desk support, help desk system 18
significantly reduces phone service costs by facilitating
communication over the Internet or other inexpensive media.

Help desk system 18 can also leverage the analysis
provided by the topologically aware fault diagnosis system
12 to display a diagnosis log to the help desk operator.
This information can be used to speed the time needed to
assign a trouble-shooter to solve the root problem.

Fig. 7 illustrates a fault correction notification
process 200 performed by help desk system 18. Fault
correction notification process 200 may be performed after
performing helpdesk process 45 and help desk 18 notifies
users 25 about the fault (step 58 in Fig. 3A) Referring
still to Fig. 3A, in step 202 fault diagnosis system 12
detects that a fault has been corrected and service is now
available (step 202). To perform this detection; fault
diagnosis system 12 may interact with topology mapper 14
using a time dependent topology map, best described in the
co-pending PCT application entitled ™~ Systems and Methods
for Constructing Multi-Layer Topological Models of Computer
Networks'' (Attorney Docket A3-02WO), filed on May 7, 2001,
which is incorporated by reference as if fully set forth
herein. Fault diagnosis system 12 then informs help desk
system 18 regarding the corrected fault (step 204). Help
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desk automatically notifies interested users 25 that the
fault has been corrected and subsequently, help desk closes
this fault case.

Fig. 8 illustrates diagrammatically a status request
process 210. In step 212 users 22 request a status update
of a previously reported fault. Help desk system 18 queries
fault diagnosis system 12 about the fault status.
Subsequently, fault diagnosis system 12 reports the status
back to help desk system 12 (step 216}, and help desk system
18 provides the received fault status to user 25 (step 218).

Fig. 9 illustrates a process 220 for performing a
diagnosis request. Network administrator 27 requests a
statue of an isolated fault (step 222). Help desk system 18
sends a request to fault diagnosis system 12 for a fault
diagnostic log (step 224). In response, fault diagnosis
system 12 reports the fault diagnosis: log back to help desk
system 18 (step 226). Help desk gystem 18 may forward the
received fault diagnostic log to network administrator 27
(step 228).

An important part of the above-described process is
finding out which users are impacted by a disruption. Help
desk system 18 has several sources available from which to
infer a disruption and provides automatic, immediate
notification. The help desk allows system administrator 27
(or help desk operator) to create group profiles that
contain properties of groups of users. These properties may
include DNS server, DHCP server, default gateway,'e—mail
server, application server dependencies, and other
characteristics that define the group's network experience.

System administrator 27 may explicitly associate users to
group profiles.

Alternately, help desk system 18 may infer a user's
group membership by examining certain known or inferred user
characteristics, such as IP Address or types of software
agents running on user's system that respond to well known

(either proprietary or standard) protocol requests. For
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example, a system administrator declares that the
“~engineering'' group has an IP address range between
192.168.112.1 and 192.168.112.63, and all users in this
group depend on an application server ~“foo''. Help desk
system 18 associates all users with an IP address within
this range to the ~“engineering'' group. If there is a
service disruption that prevents the engineering subnet from
reaching the ~“foo'' server, all users in that group may be
notified (or considered for notification), as described
above.

User 22 may be associated with a group based on a
service disruption reported. For example, if a user with an
IP address outside of the ““engineering'' group range
reports a problem reaching the ““foo'' server, help desk
system 18 may look for other groups with a dependence on the
~~foo!'' server. If none are found, the user may be
associated “~loosely'' with the engineexing group. This
~~loose'' association may be removed if a more compelling
association is inferred. A more compelling association may
be a match of two group properties. Similarly, if a second
property learned or inferred about the user matches a
property defined about the engineering group, the
association would become ““firmer''.

Maintaining a group profile also allows the help
desk to compare a user's configuration against an
~~approved'' group configuration stored in group membership
database files 42. Any differences could indicate
configuration changes that could lead to a resolution of
problem. Alternatively, periodic configuration checks could
detect problems before a user notices a service disruption.

Advantageously, fault diagnosis system 12 may
utilize a topology map provided by topology mapper 14
described in co-pending PCT application entitled: System and
Methods for Constructing Multi-Layer Topological Models of
Computer Networks (Docket No. A3-02WO), filed on May 7,
2001, which is incorporated by reference.
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Numerous other embodiments not described in detail
here can apply the principles described to particular
applications and are within the scope of the claims.

What is claimed is:
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CLAIMS

1. A help desk system, comprising:

a user interaction module constructed and arranged to
automatically communicate with a user; and

a fault diagnosis interaction module constructed and
arranged to communicate with a fault diagnosis system.

4 2. The help desk system of claim 1, wherein said user
interaction module is further constructed to receive fault
information from said user and automatically provide said

fault information to said fault interaction system.

3. The help desk system of claim 2, wherein said user
interaction module is further constructed to receive fault
data information from said fault diagnosis system and notify

said user about the corresponding fault.

4. The help desk system of claim 3 further comprising
a help desk notification module constructed and arranged to
receive said information from said fault diagnosis system

and provide said information to other users.

5. The help desk system of claim 4 further including
a fault impact notification module constructed and arranged _
to receive fault data from said fault diagnosis interaction
module and provide impact notification.

6. The help desk system of claim 5 further comprising

a group administrator module.

7. The help desk system of claim 6 further comprising
group membership data base files.

8. The help desk system of claim 7 further comprising
a data base memory.
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9. The help desk system of claim 8 further comprising
a network administrator interaction module constructed and

arranged to communicate with a network administrator.

10. The help desk system of claim 1 further including

a user, group service association module.

11. The method of providing help desk support,
comprising the acts of:

communicating fault information with a user; and

communicating said fault information with a fault

diagnosis system.

12. The method of claim 10 further comprising
receiving fault data from said fault diagnosis system.

13. The method of claim 11 further comprising
transmitting said fault data received from said fault

diagnosis system to said user.

14. A network managemént system including a help desk
system, comprising:
a user interaction module constructed and arranged to
automatically communicate with a user; and
" a fault diagnosis interaction module constructed and

arranged to communicate with a fault diagnosis system.
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